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Abstract

Accurate assessment of the magnitude and frequency of extreme wind speed is of fundamental
importance for many safety, engineering and �nancial applications. We utilise the spatial and
temporal consistency of the European Center for Medium Range Forecasts ERA-40 reanalysis
data to determine the frequency of extreme winds over the eastern North Atlantic and Europe.
The analysis of extreme winds follows two di�erent view points: In a spatially distributed view,
wind storm statistics are determined individually at each grid point over the domain, resulting
in recurrence estimates of storms for each reanalysis grid point. In an integral, more general-
ized view, the storm statistics are determined from extreme wind indices that summarize storm
magnitude and spatial extent. We investigated the quality of ERA-40 wind gust data, a param-
eterised forecast �eld, and found the wind gust values over areas of complex orography to be
unrealistic. This led to the need to mask these areas from further analysis. We also used the
850hPa geostrophic wind speed which was found not to su�er from the same problems as wind
gust.

We applied classical peak over threshold (POT) extreme value analysis techniques to the
extreme wind data. The POT series were �rst declustered using an automatic declustering tech-
nique and then modelled using a Generalised Pareto Distribution (GPD) which was �tted using
maximum likelihood estimation (MLE). The uncertainty in the return level and return period of
extreme winds was calculated using a number of di�erent methods including the standard delta
method, bootstrap resampling and likelihood pro�le methods.

Extreme wind index (EWI) based return period estimates of prominent European storms
range from approximately 0.3 to 100 years whereas grid point based return period estimates
range from 0.3 to 1000+ years. The return period estimates derived from EWIs show a high
dependence on the domain over which the indices are calculated, with generally higher returns
periods for a given storm when considering land grid points compared to the calculations based on
the whole domain. EWI based return period estimates show greater dependence on the dataset
used than on the EWI chosen. Generally higher return periods are derived from geostrophic
wind than wind gust. An evaluation of the EWIs showed that they could explain between 0 and
50% of the variability of local wind storm return periods obtained from the grid point analysis.
The grid point analysis return period estimates are also dependent on the dataset chosen. In
particular the advantages of complete coverage given by geostrophic wind speed over wind gust
are partially o�set by aliasing of the wind extremity due to discrete analysis times, whereas wind
gust is an integrated quantity.
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Chapter 1

Introduction

1.1 Project background and literature overview

Accurate knowledge of the frequency distribution of strong surface wind, in particular wind gusts,
is of major relevance for insurance related risks in Europe. Reliable climatologies based on in-situ
wind observations are almost impossible to obtain as the observations are too coarse in space
and/or short and inhomogeneous in time. There are several alternative data sources and analysis
techniques that can be used in place of in-situ wind data, each with their own strengths and
weaknesses. This study was in part motivated by the needs of the reinsurance industry. In order
to estimate the climate impacts of extreme wind events (or any other geophysical extreme event)
both in the past and the future, we need an accurate estimate of the magnitude of the extreme
wind events as well as their frequency. We take an example from the reinsurance industry,
who underwrite the risk of damage caused by strong wind events. A �rst impression of the
vulnerability, or risk, comes from data gathered on the particular impact of interest, in this
case high wind induced damage to property, or in monetary terms, loss. The estimates of loss
are not representative of the meteorological hazard since loss is a�ected by many other factors
which are non-stationary in time and space. To model loss, it is necessary to have an accurate
knowledge of the meteorological hazard itself, including an estimate of the uncertainty. Without
accurate knowledge of the hazard risk the best estimate of uncertainty in the risk of loss is not
known. In order to obtain accurate information on the magnitude of surface wind during wind
storm events the reinsurance company PartnerRe has obtained approximately 100 high resolution
dynamically downscaled wind storms from a previous project with MeteoSwiss (Schubiger et al.,
2004; Turina et al., 2004). For each wind storm, a modi�ed version of the MeteoSwiss limited area
weather forecast model was run using ERA-40 boundary conditions. The high resolution wind
storm simulations are ideally suited to the analysis of the local scale wind induced reinsurance
losses since they o�er a complete spatial coverage of the eastern North Atlantic and western
Europe. Another advantage of the high resolution simulations is that the surface wind speeds
are similar in magnitude to in-situ measurements (Weisse et al., 2005; Leckebusch et al., 2006;
Walser et al., 2006). Therefore, dynamical downscaling can provide more accurate estimates of
wind storm magnitude. However, with only a limited number of simulated events, which have
been subjectively chosen, accurate determination of the frequency of such events is not possible.

The overall aim of this study is to characterise the climate of extreme winds over Europe and
the North Atlantic and to de�ne the return periods (frequency) of some prominent high impact
wind storm events. Reinsurance companies often need a singular estimate of the frequency of
a wind storm event to estimate the expected frequency of an aggregated loss over a portfolio.
Keeping this in mind, and given that the domain of interest is large in scale, we have chosen to use
reanalysis data as the basis of this climatology since their is generally a lack of large scale, high
temporal and spatial resolution in-situ wind or derived wind datasets available to the climate
community for this type of analysis. Reanalysis datasets generated by data assimilation in state of
the art global weather forecasting models provide a new source of information for meteorological
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12 CHAPTER 1. INTRODUCTION

statistics (Uppala et al., 2005). Reanalyses provide the temporal extent and homogeneity for
comparisons in the frequency domain (e.g. Caires and Sterl, 2005), and the spatial coverage and
physical consistency for a continental-scale overview. The quality of reanalyses depends strongly
on the parameter, for example, temperature is well captured, even in mountainous areas (Kunz
et al., 2007), other parameters like integrated water vapour (Morland et al., 2006) or precipitation
might be less realistic in absolute terms. In particular there can be serious biases in absolute
wind values (Smits et al., 2005) and in some �elds obvious inhomogeneities (Bengtsson et al.,
2004; Sterl, 2004; Smits et al., 2005).

Previous studies documenting the extreme wind climate of the North Atlantic and Europe use
a number of di�erent data and methodologies depending on the aim of the study. Those aimed
at characterising the absolute mean and extreme wind climate at a local level, with or without
special attention to time trends have analysed in-situ wind data directly. These studies have had
a focus on obtaining the most accurate estimate of return levels (RL), or absolute magnitude of
wind or wind gust (Dukes and Palutikof, 1995; Kristensen et al., 1999; Kasperski, 2002; Sacré,
2002; Smits et al., 2005; Bouette et al., 2006; Graybeal, 2006; Walter et al., 2006). Usually, digital
access to daily or sub-daily wind measurements on a European scale more than 50 years in length
present challenges to using this data (Alexander et al., 2005). Generally it is accepted that in-situ
wind data present some serious problems of data homogeneity (although methods exist to correct
for exposure, e.g. Verkaik, 2000) and so most studies aimed at determining long term trends and
variability have focused on either air pressure observations (Schinke, 1993; Kaas et al., 1996;
Alexandersson et al., 1998, 2000; Carretero et al., 1998; Lamb, 1991; Barring and von Storch,
2004; Alexander et al., 2005; Smits et al., 2005), derived wind from air pressure observations
(Miller, 2003; Schmith et al., 1998), sea level datasets (e.g. Bijl et al., 1999), derived wind from
active and passive microwave sensors aboard satellites (e.g. Monahan, 2006) or use of reanalysis
data (Pryor and Barthelmie, 2003; Smits et al., 2005; Weisse et al., 2005; Yan et al., 2002, 2006;
Seierstad et al., 2007). A growing number of studies have used high resolution numerical models
to downscale global reanalysis data in order to obtain an accurate estimate of wind magnitude
(e.g. Turina et al., 2004; Schubiger et al., 2004; Leckebusch et al., 2006; Walser et al., 2006;
Walter et al., 2006).

Climate change has promoted a wide study of the potential impacts of the enhanced green-
house e�ect on the frequency, duration and intensity of wind storms in a future climate compared
to today. Held (1993) provides a good introduction into the response of large scale climate to
global warming. In particular, with relation to mid-latitude �ow, the opposing e�ects between
changes in the lower tropospheric and mid-tropospheric temperature gradients and the role of
increased moisture availability. Recent studies such as Knippertz et al. (2000); Leckebusch et al.
(2006); Pinto et al. (2006, 2007); Schwierz et al. (2007) focus on the relationship between the
frequency and intensity of cyclones and extreme winds in the present and future climate using
a number of GCMs and RCMs. They expect an increase in the both the intensity and the fre-
quency of high wind causing storms over Europe during in the 2071-2100 period compared to
today, however this is accompanied by a northward shift of the main North Atlantic storm track
(Yin, 2005). Rockel and Woth (2007) for instance show that there is up to a 20% increase in the
frequency of extreme winds in the period of 2071-2100 compared to the climate of 1961-1990.
Indeed the work of Gillett et al. (2003, 2005) shows that the strengthening of westerlies in the
North Atlantic is consistent with anthropogenic climate change over the last 50 years. Other
studies show a more muted response of the either the intensity or frequency of cyclones or their
a�ects (such as wave height) in a future climate (Beersma et al., 1997; Carretero et al., 1998;
Bengtsson et al., 2006; Pryor et al., 2006).

Thus far convincing observational evidence of an increased intensity of cyclones and their
associated surface winds over the North Atlantic and Europe are absent. We therefore approach
our task of creating an extreme wind climatology without special attention to long-term non-
stationarities. A more detailed literature review on this topic can be found below.

The remainder of the report is divided into four chapters which explain the data and methods
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used to determine the return period of high impact wind storms. In the following chapters we
present the main results and then conclude with some discussion and recommendations for future
research.

Schinke (1993) counted the number of intense cyclones (<990hPa) based on pressure maps
and concludes a large increase in the number of severe storms from 1930-1950 and from then on
a weakly increasing trend. Due to the subjective nature of the analysis and the change in the
amount of data available to weather forecasters who produced the weather maps it is likely that
these estimates are �awed. Kaas et al. (1996); Alexandersson et al. (1998); Schmith et al. (1998);
Carretero et al. (1998); Bijl et al. (1999); Jones et al. (1999); Alexandersson et al. (2000) using
air pressure and sea-level datasets conclude that their has been no change in storminess over
the last century, although they note a large positive multi-decadal trend in storminess between
1960 and 1995 associated with a strengthened NAO. However this trend is within the variability
of earlier observations. Bhend (2005) used a daily gridded air pressure dataset (Ansell et al.,
2006) which extend back to 1850 (Ansell et al., 2006) and applied an objective cyclone tracking
algorithm. Using the same North-Atlantic/European domain as Schinke (1993) he shows that
the cyclone density is relatively stationary over the period 1880-2003, however this result masks
the regional decline in cyclone system density over many ocean areas and increases over land
areas. Unfortunately there are still many inhomogeneities in this dataset that preclude more
robust �ndings. Philipp et al. (2006) used the dataset (Ansell et al., 2006) to show that the
major winter circulation patterns are stationary during this period. Regionally focused studies
such as Schiesser et al. (1997) show a decrease in the frequency of severe storms over Switzerland
since around 1880. They used long in-situ data series where the homogeneity was looked at
in detail and some corrections were made. Barring and von Storch (2004) used two long term
homogenised mean sea level pressure measurements from Lund and Stockholm to de�ne the
occurrence of storms since as early as 1780. They conclude that there has been no long term
trend in the frequency of occurrence of storminess in the northern part of Europe. Most studies
based on the last �fty years of data conclude that their has been an increase in either intensity
or frequency of cyclones and associated winds. Miller (2003) note that there is large interdecadal
variability in the frequency of severe storms since 1953 and although they do not speculate on
a long-term trend, a higher frequency of severe storms is evident in the period from 1980-1995.
Alexander et al. (2005) analysed a collection of 21 station based records of sub-daily pressure
measurements to de�ne changes in the storm climate of the U.K. and Iceland over the last 45
years. They found a signi�cant increase in the number of severe storms since 1950 in southern
U.K. but note that these changes may not be unusual in the context of long term variability.
Over The Netherlands Smits et al. (2005) us homogenised daily wind measurements from a
number of long records and conclude that the frequency and intensity of extreme winds has
decreased over the last 45 years over the Netherlands. This is contrary to results from the
NCEP-NCAR reanalysis (Kalnay et al., 1996) which shows an increase in storminess during the
same period (Yan et al., 2002, 2006). They conclude that the reason for this discrepancy is likely
due to homogeneities in the reanalysis. Pryor and Barthelmie (2003) �nd an increasing trend in
storminess over the Baltic using the NCEP-NCAR reanalysis. Weisse et al. (2005) downscaled
NCEP-NCAR using a RCM and found good agreement between modelled wind and observed
wind in the North Sea, including a strong upward trend during the period between 1970-1995
consistent with an increasing NAO. In Germany, a high resolution monthly in-situ wind dataset
revealed no signi�cant trends over the last 50 year (Walter et al., 2006). Raible (2007) shows that
there is no clear trend in the intensity of cyclones over the region during the ERA-40 reanalysis
period. It is clear from the literature above that their is no systematic long-term trend in the
statistics of wind and their related cyclonic disturbances over the last centuries, a point which is
also supported by atmospheric circulation proxy records (Appenzeller et al., 1998; Luterbacher
et al., 2002).
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Chapter 2

Data and Extreme Wind Indices

2.1 PartnerRe high impact storm catalogue

PartnerRe provided the project with a list of dates of 99 high impact wind storm events over Eu-
rope. The dates represent the start date of the regional dynamical model integrations (Schubiger
et al., 2004; Turina et al., 2004). The integration start date was chosen such that the integration
period of 72 hours would include the period of time when the highest impacts (reinsurance losses)
occurred. This date also took into account the need for the regional model to 'spin-up' due to
imposed boundary conditions. The list of PartnerRe storm dates are not shown in this document
due to their commercial nature.

2.2 ERA-40 data

The ERA-40 reanalysis is 45 years in length and covers the period from September 1957 to
August 2002 (Uppala et al., 2005). We focus our results using the data from the extended winter
season, October - April since most severe storms have occurred during this season. Of the 99
storms in the PartnerRe dataset 96 occur during the October - April season. For every day
there are four reanalysis output times. Given that our study is aimed at extreme winds, we �rst
looked at the wind gust �eld in ERA-40. Wind gust values represent the maximum wind gust
within a six hour period. The data are arranged such that the six hour maximum wind gust is
attributed in time to the mid point of each six hour period, i.e. for the 00:00 to 06:00 period the
maximum wind gust is written to the time 03:00 value. We also used the 850hPa geopotential
�eld to calculate the geostrophic wind (for reasons of data quality, see below). It is also analysed
every 6 hours, however since it is not a maximum value the values are attributed to the times
00:00, 06:00, 12:00 and 18:00.

ERA-40 is a reanalysis dataset, this means that the data consist of a blend between observa-
tions and atmospheric and oceanographic model forecast values. As such, no actual observations
of wind gust (e.g. as measured from in-situ data) are present in the dataset. The wind gust
�eld is a model forecast value and is based on model parameterisations (see White (2003) for
details of the parameterisation method). The geopotential �eld is an interpolated model �eld on
a constant pressure surface.

The domain we have chosen is based on the domain over which the high resolution model
simulations have been made and covers the North Atlantic and European sector from 35� W
to 35� E and 35� N to 73� N. The original resolution of the ERA-40 dataset supplied from the
ECMWF is roughly 1:125� which has been interpolated to a regular latitude longitude grid with
a resolution of 0:5�. This produces a grid of 141 steps in the longitude and 77 steps in the
latitude ! 10857 grid points (gp).

The wind gust at 10m, denoted WG are a function of space and time. A set of observations
WG is given by; WG = fwg (x; y; t) : x = 1; : : : ; n : y = 1; : : : ;m : t = 1; : : : ; kg where n = 141,
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m = 77 and k = 38204 and x, y represent the indicial longitude and latitude dimensions.

We also used the geostrophic wind speed calculated from the geopotential height at 850hPa,
Z where Z = fz (x; y; t) : x = 1; : : : ; n : y = 1; : : : ;m : t = 1; : : : ; kg. The relationship between
the geopotential height and geostrophic wind speed is given by equation 2.1 detailed in Holton
(2004).

ug = �
g

f

@Z

@y
;

vg =
g

f

@Z

@x
(2.1)

Where ug and vg are the y (is real latitude given by the function latitude(y) that maps the
indicial y component of the data to the real latitude of the grid point, similarly for longitude(x))
and x components of the geostrophic wind (denoted here as y and x for simplicity), g is the accel-
eration due to gravity at the Earth's surface, f is the Coriolis parameter, f = 2
 sin(latitude(y)),

 is the rotational velocity of the Earth. Taking the scalar of the vector addition of ug and vg
we derive the geostrophic wind, GW .

To help obtain a better match between the extreme indices de�ned below and the storm
date/time (section 2.1) we converted the reanalysis data into a moving 72 hour maximum wind.
Thereby purposely introducing autocorrelation into the data. We used the 72 hour maximum
since this is equal to the time over which the maximum wind gust in PartnerRe's high resolution
wind �elds was calculated.

wg72 (x; y; t) = max fwg (x; y; t) : t = t; t+ 1; t+ 2; : : : ; t+ 11g and analogously for gw72.
The units of WG, WG72 GW and GW72 are ms�1. Note that the 72 hour maximum wind
datasets were only used for the calculation of the Extreme Wind Indices (EWI, section 2.3) and
the Extreme Value Analysis (EVA) of the EWI (section 3). For the grid point analysis the raw 6
hourly values of WG and GW were used for the EVA (section 3). In section 4.3 we estimate the
return period (RP) of the wind at each grid point for each catalogue storm. Due to problems
matching the exact date/time of the storm at a grid point and the date/time contained within
the storm catalogue we calculated the 72 hour maximum wind at each grid point and estimated
the RP of this wind using the EVA based on the 6 hourly data (see section 3).

2.2.1 Data inhomogeneities

Initial screening of wind gust data in ERA-40 suggested that in many cases there were unrealistic
values over areas of complex orography. Extremely high wind gust values are present in areas of
steep orographic gradients compared to the rest of the domain. These areas are almost identical
to the areas where the surface roughness, z0 values are highest in the ERA-40 reanalysis wind
gust parameterisation (White, 2003). The roughness length z0 (�gure 2.1) shows a high contrast
in values between ocean areas/smooth orography and areas of complex orography such as the
Alps and the western coast of Scandinavia.

Surface roughness, z0 used in ERA-40 over land is a �xed parameter and combines a rough-
ness length derived from land use maps and an extra contribution dependent on the sub-grid
scale orography. Over sea z0 is dependent on the current wind regime in the free atmosphere.
The sea surface z0 becomes higher for high wind regimes and aerodynamically smooth for low
wind regimes (White, 2003). The wind gust parameterisation in ERA-40 uses similarity the-
ory and standard approximations which are heavily dependent on z0. Without delving into the
parameterisation process more fully, it is su�ce to say that the inclusion of sub-grid scale orog-
raphy in the calculation of z0 is having a high practical impact on the realism of wind gusts
over complex orography. Note, that the ECMWF has updated the wind gust parameterisation
of its operational forecast model in summer 2006. The parameterisation now separates the two
contributions to surface roughness resulting in more realistic wind gust values.
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Figure 2.1: The roughness length, z0 (m) used in the ERA-40 reanalysis dataset (White, 2003;
Uppala et al., 2005).

Given these �ndings, we proceeded by masking these erroneous values. The criteria used to
mask a grid point wind gust value is where z0 is greater than 3 meters and grid points where the
elevation of the ERA-40 orography is greater than 700 meters (�gure 2.2).

ERA40 BIASED POINTS (z>3.0m) ERA40 ELEV > 700m POINTS

a) b)

Figure 2.2: Areas (grid points shown in red) where WG and WG72 from the ERA-40 reanalysis
were masked. Surface roughness, z0 (meters) greater than 3m a) and b) regions where the
ERA-40 model orography is greater than 700m.

The selection of these parameters was arbitrarily based on visual inspection of the wind �elds
during periods of extreme winds. The ERA-40 850hPa geostrophic wind speed values did not
show the same biases as the wind gust values (comparing �gures 2.3a and c), although there is
some in�uence of mountainous terrain within this dataset. The �ow at 850hPa can be seen to
accelerate, for example, over the Alps in high wind situations. More discussion on the di�erences
between the data sets and their impact on the results is presented later. Figure 2.3 shows the
overall agreement between the ERA-40 data and the high resolution dynamically downscaled
wind gust �eld for a particular storm, Daria (25/02/1990). If we take �gure 2.3d as the truth
then �gure 2.3a clearly demonstrates the need to mask out unrealistic wind gust value over
the Alps, coastal Scandinavia and parts of the Mediterranean. There also seems to be some
unrealistic values of geostrophic wind in the Alps (�gure 2.3c), however these values appear not
to be as erroneous as some of the grid points of wind gust.

We also performed a basic check on the temporal homogeneity of the ERA-40 wind values by
comparing the mean wind over the domain with the North Atlantic Oscillation Index (NAOI),
an index which has been studied widely (e.g. Appenzeller et al., 1998; Wanner et al., 2001; Hurrel
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Figure 2.3: A comparison of the 72 hour maximum wind �elds using ERA-40 data and the high
resolution dynamically downscaled wind gust �eld for the storm Daria. The ERA-40 wind gust
�eld, WG72 unmasked a), b) WG72 after masking shown in �gure 2.2, c) GW72 and d) 72 hour
maximum wind gust �eld from the high resolution dynamically downscaled ERA-40. Note that
the projection and scales in a) and b) and c) are di�erent from the scale and projection used in
d). All wind values are in m=s.

et al., 2002) and is related to the strength westerlies over the North Atlantic Ocean and Europe.

Figure 2.4 shows a high correlation between the winter NAOI (based on quality controlled
and homogenised data) and average wind gust over the whole North Atlantic and European
domain considered in this project. The correlation seems to be of a similar strength over the
whole period and there appears to be no discontinuities in the series. We considered this to be
a very general indicator of temporal homogeneity in the ERA-40 wind data.

2.3 Derived extreme wind indices

Scalar indices have been used to summarise a wind storm's magnitude and spatial extent. Rein-
surance companies often need a singular estimate of the frequency of a wind storm event to
estimate the expected frequency of an aggregated loss over a portfolio. In other words they
need a frequency estimate of the wind storm event and not only the frequency (return period)
of wind speed (or wind gust) at a speci�c place. A number of such di�erent compound extreme
wind indices were previously analysed by PartnerRe which we used as a basis for the di�erent
indices presented below. In this report we only present a selected number of such indices which
we determined to be independent enough and useful in the assessment of the RPs. More details
about the extreme wind indices (EWI) are found below and we demonstrate their performance
in the results section 4.

2.3.1 Domain speci�cation

Since the PartnerRe storm catalogue was chosen with respect to wind storms which a�ected
mainly land areas of Europe we decided to investigate the e�ect of using various sub do-
mains within the main North Atlantic - European domain as speci�ed in section 2.2 over
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Figure 2.4: Time series of mean WG over the domain (red line) using ERA-40 data and the
NAOI index (black line) from 1958-2002. The NAOI used was from Hurrel et al. (2002).

which to calculate the extreme indices. The speci�cation of various sub domains in space is
given by �� where � speci�es a geographical domain which is dependent on �, the type of
mask applied to the data. The variations in the term � are explained in table 2.1. Where
� 2 fall; land; sea; all � unreal; land�masked; sea�maskedg, i.e. there are 6 di�erent sub
domains.

Symbol Applied Masks Description

�all: Raw All grid points in the domain

35� W - 35� E and 35� N - 73� N

�land: Land only All grid points over land within

35� W - 35� E and 35� N - 73� N

�sea: Sea only All grid points over sea within

35� W - 35� E and 35� N - 73� N

�all�masked: Masked unrealistic grid points All grid points in the domain not identi�ed

as being erroneous as shown by �gure 2.2

�land�masked: Land only and masked unrealistic grid points Combinations of masks 2 and 4

�sea�masked: Sea only and masked unrealistic grid points Combination of masks 3 and 4

Table 2.1: De�nition of sub domains, �� .

2.3.2 Extreme wind indices

The following indices are denoted in terms of a generic wind variable,W and could be substituted
for eitherWG72 or GW72 de�ned above. Where possible we tried to take into account the unequal
areas of each grid box by weighting of sums and multipliers by the cosine of the latitude of each
grid point. For each index we provide a brief rationale and their expected sensitivity.

�X: Mean wind. This index is simply a weighted mean of wind speed over a given area. The
index is likely to be sensitive to both the severity of the wind storm and its spatial extent.

�X (t) =
1

N��

P
x;y2��

� (x; y)w (x; y; t) (2.2)

where � are the individual grid point weights which only depend on y, � (x; y) = cos (latitude (y)),
N�� =

P
x;y2��

� (x; y) and �� denotes the domain.
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Q95: The spatial 95% quantile wind. This index is aimed at measuring the lower bound
of wind speed in the top 5% of the area considered and is therefore more likely to be an estimate
of storm severity than �X.

Q95(t) = F�1
� (p) = min fw : p � F� (W )g (2.3)

where p = 0:95 and F� is the latitude weighted empirical cumulative distribution function of
fw (x; y; t) : (x; y) 2 ��g where �� denotes the domain. The weighted cumulative distribution
function is given by equation 2.4 (Horvitz and Thompson, 1952; Research Triangle Institute,
2001).

F� (W ) =
1

N��

P
x;y2��

� (x; y)1 (w (x; y; t) �W ) (2.4)

Where � are the individual grid point weights andN�� is given above and 1 =

(
1 : w (x; y; t) �W
0 : otherwise

.

SQ95: Sum of all wind above the spatial 95% quantile. This index is expected to be
sensitive to the range of wind speeds in the top 5% of the area considered. However, it is shown
later in the results section that this index has relatively little variability and is not sensitive to
the storm events considered.

SQ95(t) =
X

x;y2��

1f>Q95(t)g (� (x; y)w (x; y; t))� (x; y)w (x; y; t) (2.5)

where 1f>Q95(t)g =

(
1 : � (x; y)w (x; y; t) > Q95 (t)
0 : otherwise

.

Sfq95: Sum of the fraction of wind divided by the grid point 95% quantile. It was
envisaged that this index summarise the extremity of the wind over a given area relative to
the local extreme wind climate at each grid point. For this we have calculated the local wind
percentiles denoted q.

Sfq95(t) =
X

x;y2��

1f>1g

�
w (x; y; t)

q95 (x; y)

�
� � (x; y)

w (x; y; t)

q95 (x; y)
(2.6)

where � are the weights given above, the 1f>1g =

(
1 :
�
w(x;y;t)
q95(x;y)

�
> 1

0 : otherwise
. The grid point quantile

function q95 is given by:

q95(x; y) = F�1 (p) = min fw : p � F (W )g (2.7)

where p = 0:95, F is the empirical cumulative distribution function of fw (x; y; t) : t 2 ONDJFMAg

Sfq95q99: Sum of the fraction of extreme wind divided by the length of the distri-

bution tail. This index should also be sensitive to the relative extremity of local wind speed,
however, unlike Sfq95 this index has a normalising factor which is proportional to the length of
the tail of the local extreme wind distribution. This index should give equal weight to the winds
in a storm region whether the storm be located over the sea or land, where we see a contrast in
both the scale and shape of the local extreme wind distribution (see �gure 4.15c and d)

Sfq95q99(t) =
X

x;y2��

1f>0g

�
w (x; y; t)� q95 (x; y)

q99 (x; y)� q95 (x; y)

�
� � (x; y)

w (x; y; t)� q95 (x; y)

q99 (x; y)� q95 (x; y)
(2.8)

where � are the weights given above, the 1f>0g =

(
1 :
�
w(x;y;t)�q95(x;y)
q99(x;y)�q95(x;y)

�
> 0

0 : otherwise
. The grid point

quantile functions, q95 and q99 are given above.



Chapter 3

Extreme Value Analysis

3.1 The generalised Pareto distribution

It is often the case that when quantifying extremes of any physical process there are limited ob-
servations of such a process. Usually, from an application point of view, we require information
about extremes which have not been observed. This requires extrapolation of information from
the observations at hand. Techniques based on the asymptotic behaviour of observed extremes
form the basis of EVA (Fisher and Tippett, 1928; Coles, 2001). Palutikof et al. (1999) review
common methods used to estimate the extreme value distribution of extreme wind speeds. Gen-
erally it is accepted that the Peaks Over Threshold (POT) method is preferable to a classical
Generalised Extreme Value (GEV) modeling of annual maxima (Brabson and Palutikof, 2000).
This is due to the fact that the former uses more of the available data to �t a model, generally
leading to a better characterisation of the extreme part of the parent distribution. However, with
the use of the POT method comes the necessity to insure that the data are i.i.d. (independent
and identically distributed). The most prevalent form of non-stationary in wind data is tempo-
ral and spatial autocorrelation. The time non-stationarity is usually addressed by some form of
declustering technique that insures temporal independence in the extreme events. The issue of
spatial autocorrelation is a complex, rather new and growing �eld which is beyond the scope of
the present study to address appropriately (Coles, 2001). In any case, the ignorance of spatial
autocorrelation means that we should adopt a conservative attitude to the uncertainty estimates
we present for the RPs and RLs. Another key criteria for the use of the POT series is the selec-
tion of the threshold over which the extreme value distribution model is �tted. Our approach to
these two key problems are outlined below, however, �rst we introduce the Generalised Pareto
Distribution (GPD), the distribution which will be used to model the POT series.

Following Coles (2001) the GPD can be written in terms of a generic variable x as:

G (x) = 1�

�
1 +

�

�
(x� u)

�� 1

�

(3.1)

Conditional on x > u and � 6= 0 where u is the selected threshold. The GPD is characterised by
two parameters, � the shape parameter and � the scale parameter. If � > 0 then the maximum
of the GPD is unbounded, whereas if � < 0 then the tail has a �nite extent, if � = 0 then the
GPD reduces to the exponential distribution and is also unbounded in the limit � ! 0. Equation
3.1 can be rewritten in terms of probabilities:

Pr (X > x) = �u

�
1 + �

�
x� u

�

��� 1

�

(3.2)

where �u = Pr (X > u) i.e. �u is the probability of the occurrence of an exceedance of a high
threshold, u. In this study we are primarily interested in the the N -year return level (RL), xN
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which is exceeded once every N years and is the solution of,

�u

�
1 + �

�
xN � u

�

��� 1

�

=
1

Nny
(3.3)

Rearranging,

xN = u+
�

�

h
(Nny�u)

� � 1
i

(3.4)

where ny is the number of observations in each extended winter season. Equation 3.4 suggests
that in order to determine the N -year RL three parameters need to be �tted, �, � and �u. If
we assume that these are rare events �u could be expected to follow a Poisson distribution.
Here we deviate slightly from Coles (2001) who suggests �u could be modelled by the binomial
distribution. The Poisson distribution is characterised by �, the mean number of threshold
exceedances per unit time. We can estimate �u � �=ny and reformulating equation 3.4 in terms
of the � (as also shown by Palutikof et al., 1999) we get:

xN = u+
�

�

h
1� (�N)��

i
(3.5)

We estimated � , � and � in equation 3.5 using maximum likelihood (ML) (Martins and Ste-
dinger, 2000; Coles, 2001). The form of the negative log likelihood function which we minimised
(assuming � 6= 0, modi�ed accordingly when � = 0) is given by equation 3.6.

` (�; �; �) = � log
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�
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1

�

� kX
t=1

log
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1� �

�
xt � u

�

��
(3.6)

where � is the number extended winter seasons in the dataset (45 in the case of the ERA-40
data). In practice the solution of the �rst term in 3.6 is solved using a truncated version of the
Poisson distribution (Ahrens and Dieter, 1982).

3.2 Declustering and threshold selection

In order to satisfy the GPD model requirements of independent extreme events it is necessary
to decluster the time series. Extreme winds during the winter over Europe are associated with
mesoscale and synoptic scale cyclones (Wernli et al., 2002). Typically these systems have a
lifetime of around 72 hours or less. Since the time resolution of our data is as low as 6 hours the
time series of extreme indices and the grid point winds are expected to display a high amount
of autocorrelation. This is con�rmed by the analysis of the partial autocorrelation function (not
shown). Typical methods to help make extremes in the POT series independent are given in
Coles (2001). Most methods used to decluster a time series are based on the estimation of a
statistic called the extremal index, �. In the presence of no autocorrelation (clustering) in the
series then � = 1 else if � < 1 then there is clustering in the data. The closer � is to zero
the greater the clustering observed in the series. The extremal index can be thought of as the
reciprocal of the limiting mean cluster size (Coles, 2001).

There have been a number of estimates of � proposed in the literature, we chose the estimator
of Ferro and Segers (2003) since they show that their estimate has better declustering charac-
teristics than other commonly used methods of estimating �. Their method has the advantage
that it is automatic in the sense that � changes with the given threshold, u. The extremal index,
� given by Ferro and Segers (2003) is based on the inter-exceedance times, T . Firstly we de�ne
N , the number of values in a series W which exceed the threshold u.

N =
kX

t=1

1f>ug (w (t)) (3.7)
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where 1f>ug (w(t)) =

(
1 if w(t) � u
0 if w(t) < u

. Let 1 � S (1) < : : : < S (N) � k be the exceedance

times. Then the observed inter-exceedance times are T (i) = S (i+ 1)�S (i) for i = 1; : : : ; N�1.
The extremal index, � is de�ned in terms of u and T by the following expressions.

~� (u) =

(
1 ^ �̂ (u) if max fT (i) : 1 � i � N � 1g � 2

1 ^ �̂� (u) if max fT (i) : 1 � i � N � 1g > 2
(3.8)

where �̂ (u) and �̂� (u) are given by:

�̂ (u) =
2
�PN�1

i=1 T (i)
�2

(N � 1)
PN�1

i=1 T (i)2
(3.9)

�̂� (u) =
2
�PN�1

i=1 (T (i)� 1)
�2

(N � 1)
PN�1

i=1 (T (i)� 1) (T (i)� 2)
(3.10)

The expressions above give us an estimate of � which are based on inter-exceedance times T . A
reason for using the method of Ferro and Segers (2003) is that their estimate of ~� is shown to be
a better estimate of the the true value of � than the commonly used runs declustering estimator
for thresholds, u in the range of F (w) < 0:95. The extremal index in this case is the proportion
of inter-exceedance times that may be regarded as inter-cluster times (Ferro and Segers, 2003).
To arrive at a declustered series we can assume that the number of independent clusters is given
by nc = 1+b�Nc. Now we �nd the jth ordered inter-exceedance time, r and �nd the cumulative
sum of inter-exceedance times that are greater than r, this gives us a series of inter-exceedance
times which belong to each cluster.

Ferro and Segers (2003) show that their estimate of � is only representative if it is calculated
on a strictly stationary series. Since we have based our investigation on the extended winter
season (October-April) our time series have a pronounced seasonal cycle in them. Analyses
showed that the performance of the declustering method was degraded. In order to compensate
for this we removed the seasonal cycle by only considering a POT series where the threshold
varied over the season. We de�ned a daily threshold, u (t) corresponding to the daily 90th
percentile. The daily percentile was calculated from 180 values; four observations per day (6
hourly intervals) over 45 years of the ERA-40 period. An example is given in Figure 3.1.

Note that the daily 90th percentile series is quite noisy, likely due to sampling, therefore we
used a smoothing spline to make an estimate of the true climatology. It is important to note
that the daily threshold, u (t) was only used to help the declustering procedure to obtain the
POT series, in the GPD analysis we still used a �xed, non-seasonally varying, threshold u.

An example of the performance of the declustering method for the extended winter seasons
of 1989/90 and 1999/2000 are given in Figure 3.2. From �gure 3.2a it can be seen that the
declustering method is working very well, separating the two well known wind storms of that
season, Daria and Vivian into separate clusters (storms from storm catalogue are shown as red
vertical lines). However, note that both Vivian and Wiebke belong to the same cluster (light
blue) where as a number of other lower intensity events, such as Herta have a separate cluster.

Figure 3.2b shows the performance of the declustering method during the season of 1999/2000.
The wind storm Anatol is clearly separated in its own cluster, whereas the storms Lothar and
Martin are within the same cluster. This highlights one of the limitations of the extreme indices
approach and the underlying reanalysis data. The index and hence the declustering method
cannot di�erentiate between the two storms Lothar and Martin.

As a comparison we also applied the runs declustering (Coles, 2001) method and note that
sometimes the GPD model of the POT series appears to �t the data better (in terms of quantile-
quantile plots, example shown below, see also �gure 4.6), however the choice between the Ferro
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Figure 3.1: An example of the �tted (thick black line) daily 90th percentile threshold (open
black circles) from the Q95, GW72 , �all (see table 2.1) index used to create a POT series on
which the declustering method of Ferro and Segers (2003) was applied for the ONDJFMA season.
Each daily empirical 90% quantile was calculated from approximately 180 values (45 years �4
observations per day). The smooth curve was �tted using a cubic spline where the smoothing
parameter was set to a arbitrary value to obtain a smooth seasonal cycle.

and Segers approach or runs declustering seemed to have little practical in�uence on the return
period results (see �gure 4.6).

We used a number of di�erent diagnostics to help choose a �xed threshold over which the
declustered POT series is modelled by the GPD (Equation 3.1). The two plots in �gure 3.3 show
the modi�ed scale and shape as a function of threshold, u according to the methods in Coles
(2001) for the extreme index Q95. According to the postulates of the GPD, both the modi�ed
scale parameter and the shape parameter should be invariant with threshold.

From the �gure 3.3 we can see that almost all thresholds are suitable given the large uncer-
tainty in the estimates of both the modi�ed scale and the shape parameter. In these examples
the tested threshold only goes as low as the 90th percentile, however other similar plots which
go back as far as the 70th and 80th percentile show nonlinearity. Based on a number of these
plots for di�erent indices and di�erent datasets (WG72 and GW72) we decided to take the sea-
sonal (ONDJFMA) 90th percentile as the threshold above which we create the POT series and
subsequently model with the GPD. This threshold was chosen as low as possible to enable as
many catalogue storms to be above the threshold and still satisfy the requirements of the GPD.

Figure 3.4 demonstrates that the GPD �t to the Ferro and Segers (2003) daily declustered
Q95, GW72 for the region �all is a good �t to the data. Other examples of the quality of the
GPD �ts are shown in �gures 4.4 and 4.14.

For the grid point analysis we used WG and GW which are resolved every 6 hours and have
not been converted into a 72 hour maximum. One of the reasons we wished to perform the
grid point analysis on these data was to avoid introducing autocorrelation into the data for the
purpose of matching the ERA-40 data with the storm catalogue when it was not needed.

An immediate di�erence in the grid point POT series (�gure 3.5) is the lack of autocorrelation
compared to the extreme index POT as shown in �gure 3.2. The examples for two grid points,
one in the north of the British Isle's and the other in the north east of Europe, for the same
season (1999/2000) show very di�erent wind values and clustering. For the same season there are
many more POT identi�ed by the grid point winds than the Q95 index (�gure 3.2b). We think
that this is one of the advantages of the grid point analysis since the extreme value modelling is
relative to the local climatology. For comparison purposes we also show the dates of the storms
in the storm catalogue (vertical red lines). We note that the coincidence between the peaks of
the clusters and the storm dates seldom match in the grid point analysis. This is not surprising
given the way the storm dates have been constructed. After the analysis of many diagnostics
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Figure 3.2: Examples of a daily declustered POT series using the approach of Ferro and Segers (2003)

for the extended winter season (ONDJFMA) of 1989/90 a) and b) 1999/2000. The thin black line is

the Q95 index calculated over the land only (�land) using GW72. The red circles indicate values of the

index which exceed the daily threshold (not shown). Blue triangles show the maximum value of the index

within each cluster. Membership of POTs (red circles) to a particular cluster are denoted by colored

bands on the top margin of the plot. The solid and dashed grey lines show the daily 90th percentile and

the seasonal 90th percentile respectively. The vertical red lines indicate the date of the storms in the

storm catalogue, with the names (from left to right, i.e. start of the season to the end of the season) in a)

unknown name, Daria, Herta, Nana, Vivian and Wiebke and in b) Anatol, Lothar, Martin and Kerstin.
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Figure 3.3: Modi�ed Scale, �� a) (see Coles, 2001) and the negative shape, ��, b) parameter
diagnostic plots for selecting the �xed threshold above which the declustered POT will be mod-
elled using the GPD. This example is based on the declustered POT Q95, GW72 for the region
�all. The vertical black lines denote the 95% con�dence intervals calculated using the parametric
resampling technique detailed in section 3.3. The numbers aligned vertically in the top of the
plot are the number of cluster maxima identi�ed by the declustering technique. The numbers
in the header of each plot show the empirical quantile value at various cumulative probabilities
from 0.9 to 0.99.
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Figure 3.4: A quantile-quantile (qq) plot (m=s) of the �tted GPD to the declustered Q95, GW72

for the region �all.

plots for many di�erent grid points it became clear that we needed to choose a higher threshold
than that chosen for the EWIs. In many cases choosing the 95th percentile gave good results in
terms of the GPD �t. See �gure 3.6 for threshold diagnostics and �gure 4.14 for quantile-quantile
plots.

3.3 Uncertainty calculations

Three di�erent methods of calculating uncertainty of RPs and RLs were intercompared. The
�rst of these methods is called the delta method (Coles, 2001) and is based on the assumption
that the maximum likelihood estimates (MLE) of the parameters of the GPD are modelled by
a multivariate normal distribution (Coles, 2001). The method �nds the inverse of the observed
information matrix and is multiplied by the standard normal variate to form con�dence intervals
on parameters of the GPD or scalar functions of the parameters such as xN . The observed
information matrix is the curvature of the log likelihood surface based on observations, to obtain
this matrix we take the gradient vector given by the equation below.

rxTN =

�
@xN
@�

;
@xN
@�

;
@xN
@�

�
(3.11)

and use the MLE variance-covariance matrix, V such that the V ar(xN ) � rxTNVrxN where
the superscript T denotes the transpose of the matrix. We improved the calculation of the delta
method by explicitly solving the partial derivatives compared to the routines provided in Coles
evd R package which uses �rst di�erences. One immediate drawback of this method is that the
uncertainty estimates are constrained to be symmetrical, which in the case of uncertainty in RPs
may not be physically meaningful.

The second method we use is a parametric resampling technique. In this method we start
by generating a random number of threshold exceedances by assuming a Poisson process and
using the length of the POT series as the average number of occurrences of a POT, n. We then
produce n samples from the uniform distribution and use these together with the ML �tted values
(from the real observations) of � , � and the �xed value of u to generate a random POT series
using the GPD quantile function (the inverse of equation 3.1). The next step is to �t a GPD to
this random POT series. This method is repeated a large number of times in order to build a
sampling distribution for the GPD parameters and hence xN on which empirical estimates of the
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Figure 3.5: An example of a daily declustered POT series using the approach of Ferro and Segers (2003)

for the grid points 2.5� W, 57� N a) and b) 30� E, 67� N. The thin black line is the GW during the

extended winter season (ONDJFMA) of 1999/2000. The red circles indicate values of the index which

exceed the daily threshold (not shown). Blue triangles show the maximum value of the wind within each

cluster. Membership of POTs (red circles) to a particular cluster are denoted by the colored bands on the

top margin of the plot. The solid and dashed grey lines show the daily 90th percentile and the seasonal

90th percentile respectively. The vertical red lines indicate the date of the storms in the storm storm

catalogue, with the names, Anatol, Lothar, Martin and Kerstin.
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Figure 3.6: Modi�ed Scale, �� a) (see Coles (2001)) and the negative shape, ��, b) parame-
ter diagnostic plots for selecting the �xed threshold above which the declustered POT will be
modelled using the GPD. This example is based on the declustered POT GW for the grid point
2.5� W, 57� N. The vertical black lines denote the 95% con�dence intervals calculated using
the parametric resampling technique detailed in section 3.3. The numbers aligned vertically in
the top of the plot are the number of cluster maxima identi�ed by the declustering technique.
The numbers in the header of each plot show the empirical quantile value at various cumulative
probabilities from 0.95 to 0.99.
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con�dence intervals are constructed. The parametric resampling technique is an improvement
on the delta method primarily because the method allows non-symmetric uncertainty estimates
of RPs since it is not constrained by the multivariate normality assumption of the MLEs. The
method is still parametric since it is dependent on the Poisson sampling of the POT series,
however this method is intuitively appealing since we are quantifying the e�ect of resampling
the frequency of occurrence, the parameter that we are most interested in.

The third method we use is pro�le log-likelihood. It has the advantage over the other two
methods in that it utilises more information from the sample, especially the information pro-
vided by the most extreme events. Using this method it is also possible to obtain asymmetric
uncertainty estimates which according to Coles (2001) are more accurate and should be used in
situations where it is necessary to obtain accurate con�dence intervals. Since a major aim of this
study is to obtain accurate con�dence intervals on the RP estimates we think it is prudent to
use this method. For each parameter the pro�le log-likelihood method maps the log likelihood
surface of one parameter while keeping the other parameters �xed at their maximum likelihood
values. In this way a likelihood pro�le surface can be be evaluated close to the maximum likeli-
hood estimate of each parameter and/or derived parameters such as xN . Following Coles (2001)
the pro�le log likelihood method can be summarised by the following equation, in this case the
pro�le of xN the RL for a given RP, N , and is similarly arranged for determining the pro�le of
other parameters;

`p(xN ) = max
(�;�;�)

`(xN ; (�; �; �)) (3.12)

Equation 3.12 determines the pro�le, however, to determine the con�dence interval width Coles
(2001) makes use of the deviance statistic which is approximately chi-square distributed.

Dp(xN ) = 2f`(xN ; �; �; �)� `p(xN )g � �21 (3.13)

Figure 3.7 compares the three di�erent methods of calculating uncertainty of the RL and RPs
using an extreme value index and choosing the 95% con�dence interval. Unlike the parametric
resampling and the delta method, the pro�le log-likelihood method gives a more bounded upper
limit which only tends to in�nity for much higher than observed RLs/RPs. The pro�le log-
likelihood method is capturing the apparent non symmetrical nature of the uncertainty in the
GPD �t (green curve is symmetrical in RL and in RP, note the log scale). Physically we do not
expect the upper bound of uncertainty to be in�nite for high RLs/periods since the amount of
energy and hence wind speed produced by cyclones is limited, therefore we have more con�dence
in the uncertainty estimates of the pro�le log-likelihood method.

We used the pro�le log-likelihood method for all the following analyses and results. However,
since there is no analytical solution that describes the log-likelihood pro�le, the method involves
sampling a number points on the pro�le and then �tting a spline to the �tted points in order to
obtain a more continuous pro�le. Due to smoothness constraints of the spline and computational
considerations, the uncertainty calculations for RPs less than 0.3 years were unreliable. In these
cases we simply substituted the uncertainty calculated from the maximum likelihood variance of
the mean peak over threshold occurrence per season, � and used the approximate normality (as
in the delta method) of the MLE to construct a con�dence interval. While this method usually
resulted in wider con�dence intervals than the uncertainty estimates with RPs above 0.3 years,
we considered this acceptable given the problems with the pro�le method. Another example
of where we use this methodology is when a catalogue storm is not su�ciently high enough in
magnitude to be above the GPD threshold. In this case we estimated the RP to be 1=�.
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Figure 3.7: A comparison of the various methods used to calculate the uncertainty in the esti-
mates of the RP (years) and RL (m=s). The example uses the GPD �t to Q95, GW72 and �all.
Di�erent estimations of the 95% con�dence intervals: pro�le log-likelihood (blue), delta method
(green) and parametric resampling (red).



32 CHAPTER 3. EXTREME VALUE ANALYSIS



Chapter 4

The Return Period of Catalogue Wind

Storms

In this chapter we present the main results of this research project, namely the RPs of the storms
listed in the PartnerRe wind storm catalogue (referred to as catalogue storms, see section 2.1).
We start by presenting results from the EWI, then the results from the grid point analysis.

4.1 The extreme wind distribution based on extreme wind indices

Using the EWI de�ned in section 2.3 we intercompare both the indices and the use of wind
gust and geostrophic wind speed in the estimation of the RPs of 96 catalogue storms. Firstly,
we introduce the RL/RP plot which forms the main diagram we will use to show the results.
The RL/RP plot summarises the �tted GPD (i.e. the extreme value climatology) together with
the estimates of the RP and RL of each of the catalogue wind storms (catalogue storms) which
are above the chosen threshold. Figure 4.1 is an example of such a plot and shows that using
this particular index and domain (Q95, GW72 and �land) we estimate a wide range of RPs (red
lines) for the catalogue storms between approximately 0.2 and 100 years. These estimates are
based on the GPD �t (black line) and not the cluster maxima (black dots). Notice that some
of the cluster maxima (black dots, also known as plotting points) lie slightly outside the 95%
con�dence intervals, indicating that we may be close to the lowest threshold possible to justify
the asymptotic GPD rule. Nonetheless, we chose the 90th percentile as the threshold for all
indices, based on a compromise between having a good �t and including as many catalogue
storms above the threshold as possible (see section 3.2 for more details).

On the following pages we present the RPs of the catalogue storms for each index and for
each of the three domains, all grid points, land only grid points and sea only in �gures 4.2 to 4.5.
One of the most notably features of all the RL/RP plots is that the GPD �t has a negative shape
parameter, �, as shown by the negative curvature of the GPD �ts (black lines). This implies
that the extreme wind distribution, as expressed through the EWI, has a �nite upper bound.
This is again what we would expect from physical considerations, that there is some limiting
value to the highest wind speed possible given energy constraints. Another notable feature is
the larger spread of the RPs (and generally higher) of the storms when considering only grid
points over land compared with RPs calculated using either the whole domain or grid points
over sea only. This is understandable given that the storm catalogue is focused on storms that
had a signi�cant impact on various parts of continental Europe and is not focused on storms,
possibly more severe, over the north east North Atlantic ocean for example. This is evident for
example in �gure 4.5 where it is seldom that the RP of a catalogue storm exceed 5 years. There
are approximately 40 storms (black dots) that are more severe than any of the storms in the
storm catalogue (red lines), in terms of their extreme wind index over the ocean regions of the
domain. Considering land points only (�gure 4.3) we see that for most EWI, the storm catalogue
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Figure 4.1: The Return Period (RP, years) and Return Level (RL, m=s) of the GPD �t (black
line, equation 3.5) of the extreme wind index Q95, using geostrophic wind (GW72 ) over the
European land domain (�land). The black dots represent the maxima of the declustered POT
series. Blue lines show the upper and lower bounds of the 95% con�dence interval of both RL
and RP calculated using pro�le log likelihood. The horizontal green and vertical red lines denote
the RL and RP of the catalogue storms respectively. The dashed grey line denotes the 90th
percentile threshold above which the declustered peaks were chosen. Note the log scale on the
horizontal axis.
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represents the range of possible RPs well, i.e. the catalogue storms in many cases coincide with
the plotting points (the cluster maxima) of the ERA-40 derived EWI. There are storms that
appear in the ERA-40 EWI which are not included in the storm catalogue. Notice that the
index SQ95 performs poorly in terms of capturing the severity of the catalogue storms over all
domains. Nonetheless we considered it important to show the results of this index to highlight
that some EWI are better than others in capturing the storminess of a region. In some plots it is
clear that the GPD �t is not optimal, for example in �gure 4.5f) and i) where the 95% con�dence
interval does not contain the plotting points in the middle section of the GPD �t (1-10 years).
This is also evident, for land only areas, in the qq-plots shown in �gure 4.4. As explained above,
this could be due to choosing a threshold which is not high enough to justify using the GPD or
due to the method we used to decluster the data. A comparison between qq-plots for a speci�c
EWI reveals dependence of the GPD �t quality on the declustering method chosen (�gure 4.6a
and b). Although, practically this has had no major in�uence on the RP estimates (�gure 4.6c).
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Figure 4.2: The RP and RL of the GPD �t to the �ve EWIs calculated over the whole domain.
RL (m=s, vertical axis) versus RP (years, horizontal axis) with uncertainty (pro�le log likelihood)
estimates. Indices based on WG72 and �all�masked (left column) and indices based on GW72

and �all (right column). a) and b) �X, c) and d) Q95, e) and f) SQ95, g) and h) Sfq95, i) and j)
Sfq95q99. Green and red lines indicate the RL and RP of the the 96 PartnerRe storms within
the ONDJFMA season. The dashed grey line denotes the 90th percentile threshold above which
the declustered peaks were chosen.
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Figure 4.3: The RP and RL of the GPD �t to the �ve EWIs calculated over land. RL (m=s,
vertical axis) versus RP (years, horizontal axis) with uncertainty (pro�le log likelihood) estimates.
Indices based on WG72 and �land�masked (left column) and indices based on W 850

72geo and �land

(right column). a) and b) �X, c) and d) Q95, e) and f) SQ95, g) and h) Sfq95, i) and j)
Sfq95q99. Green and red lines indicate the RL and RP of the the 96 PartnerRe storms within
the ONDJFMA season. The dashed grey line denotes the 90th percentile threshold above which
the declustered peaks were chosen.
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Figure 4.4: Quantile-quantile plots for the GPD �t to the �ve EWIs calculated over land. Em-
pirical ( vertical axis) versus model (horizontal axis). Indices based on WG72 and �land�masked

(left column) and indices based on GW72 and �land (right column). a) and b) �X, c) and d) Q95,
e) and f) SQ95, g) and h) Sfq95, i) and j) Sfq95q99.
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Figure 4.5: The RP and RL of the GPD �t to the �ve EWIs calculated over sea only. RL (m=s,
vertical axis) vs. RP (years, horizontal axis) with uncertainty (pro�le log likelihood) estimates.
Indices based on WG72 and �sea�masked (left column) and indices based on GW72 and �sea

(right column). a) and b) �X, c) and d) Q95, e) and f) SQ95, g) and h) Sfq95, i) and j)
Sfq95q99. Green and red lines indicate the RL and RP of the the 96 PartnerRe storms within
the ONDJFMA season. The dashed grey line denotes the 90th percentile threshold above which
the declustered peaks were chosen.
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Figure 4.6: Comparison of the �tted GPD using runs declustering and the Ferro and Segers method.

Quantile-quantile plot of Q95, WG72, �land using runs declustering a) and Ferro and Segers (2003) b).

In c) a scatter plot of the RPs of catalogue storms comparing the two methods. Note the logarithmic

scale. 95% con�dence intervals for each of the RP are denoted by orange (Ferro and Segers, 2003) and

blue (runs declustering) whiskers on each scatter plot point. Solid black line denotes the equal RP line.

At the bottom of each sub-�gure is the Spearman rank and Kendall's Tau correlation coe�cient.
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Figure 4.7: A summary of the range of Return Periods (RP, years) of the catalogue storms given
by each of the �ve extreme wind indices (section 2.3) using wind gust (WG72 left, yellow boxplots)
and geostrophic wind (GW72, right, red boxplots) over the European land domain (�land and
�land�masked respectively). The numbers on the horizontal axis refer to the EWIs, �X, Q95,
SQ95, Sfq95, and Sfq95q99, respectively. The solid black line of each boxplot represent the
median, the interquartile range (coloured area), 1.5 times the interquartile range (dashed black
line) and the outliers (open circles).

Figure 4.7 summarises the range and distribution of return period estimates for each EWI
calculated using the two di�erent datasets over land. It is clear that the range and magnitude
of RPs for each index except SQ95 are similar for each dataset. However, as we will see in the
next section the calculated RPs for individual storms varies considerably.
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We wished to investigate what e�ect the use of either WG72 or GW72 had on the RPs
estimated from the derived EWI. Figures 4.8 to 4.12 present scatter plots of the RPs of the
PartnerRe storms estimated using WG72 versus the RPs using GW72 for each index and for each
of the domains, all grid points, land only and sea only. On each plot there are 96 points (the
number of catalogue storms in the October - April season). For each point the 95% con�dence
interval for each RP is shown in either red (WG72) or blue (GW72). Generally, there are poor
relationships between the RPs of the catalogue storms calculated using the extreme indices and
WG72 and GW72. In �gures 4.8a to 4.12a, (�all�masked and �all), we can see that the RPs of
the catalogue storms are generally higher when calculated from GW72. When considering land
only (�land�masked and �land) RP relationships (�gures 4.8b to 4.12b) there are generally higher
RPs estimated for the storms but also a larger di�erence in the RP of each storm not explained
by the uncertainty of the EVA. For example, in �gure 4.9b there is a storm which has a RP
estimate of approximately 70 years using Q95, WG72 whereas the same storm using Q95, GW72

is only estimated to be 2 year RP event. The relationship between the SQ95, again is clearly the
worst performing EWI. We discuss the potential causes of these discrepancies later in the report.
There is generally a tighter grouping of the RP estimates when sea only grid points are used
(�sea�masked and �sea, �gures 4.8c to 4.12c), however, even though the RPs are lower in many
cases the di�erences in the RPs cannot be explained by the GPD �t uncertainty. In many of the
�gures it is evident that some storms have the lowest return period possible (approximately 0.3
years or lower). Any storm which was not above the �xed POT threshold was given the same
return period of 1=� as explained in section 3.3.
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Figure 4.8: Comparison of Return Periods (RP, years) for the 96 PartnerRe wind storms calculated

using the extreme wind index (EWI, �X) based on wind gust (WG72, labelled as fg10 on the plot) and

geostrophic wind speed (GW72, labelled as gws on the plot). Note the logarithmic scale. 95% con�dence

intervals for each of the RP are denoted by red (WG72) and blue (GW72) whiskers on each scatter plot

point. a) using domain �all�masked and �all; b) using domain �land�masked and �land, c) using domain

�land�masked and �sea for WG72 and GW72 respectively. Solid black line denotes the equal RP line. At

the bottom of each sub-�gure is the Spearman rank and Kendall Tau correlation coe�cient.
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Figure 4.9: As for �gure 4.8 but using Q95
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Figure 4.10: As for �gure 4.8 but using SQ95
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Figure 4.11: As for �gure 4.8 but using Sfq95
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Figure 4.12: As for �gure 4.8 but using Sfq95q99
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We summarise the e�ects of using di�erent wind data and di�erent EWIs to estimate the
RPs of the catalogue storms using the Spearman rank correlation coe�cient. In table 4.1 we
present the Spearman rank correlation between RPs calculated for each possible combination of
EWI, wind data and mask. The results are varied, with some EWI, data and mask combinations
resulting in very similar RP estimates, while others are very di�erent from one another. From
such an analysis is it hard to extract information on the relative e�ects that EWI, base data and
mask have on the RP estimates, nonetheless we highlight some of the results of this analysis.
Inter-index comparisons show that �X, Sfq95 and Sfq95q99 are the most highly correlated
with each other for both data sets (WG72 and GW72) and for all masks. Inter-dataset indices
which show the highest correlations are �X, Sfq95, Sfq95q99. Note that the highest inter-
index correlations are higher than the highest inter-dataset correlations, indicating that greater
di�erences between RP estimates are due to the dataset rather than the best EWIs shown here.
However, if we consider the indices �X and Q95 only we see that the inter-dataset correlations
are higher than the inter-index correlations. This highlights the di�culty in trying to establish
the main cause for the di�erences in the RP estimates.

We tried to isolate the e�ect of using the mask on WG72 (land only) by comparing the GW72

masked and unmasked RP estimates. Firstly we recall the comparison between the RPs using
WG72, �land�masked and GW72, �land and we see that the their is a fair relationship between
the two data sets (�gure 4.13a). If we mask the GW72 as if it were WG72 with �land�masked and
compare the RPs we can see a slight improvement of the Spearman rank correlation from 0.55
to 0.66 (�gure 4.13b). However, the main cause for the discrepancies in the RPs is due to the
base data set and not the application of the mask as demonstrated by �gure 4.13c where we see
that the correlation between GW72, �land�masked and GW72, �land is much higher (0.86).
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Table 4.1: The Spearman rank correlation between the Return Periods (RP) of catalogue storms
(96 storms) calculated from di�erent extreme wind indices (EWI, yellow shaded boxes, also
described as inter -index ) and di�erent datasets (either WG72or GW72, red shaded boxes, also
described as inter-dataset) over all grid points a), land only grid points b) and sea only grid
points c). The labels �WG� and �GW� refer to wind gust and geostrophic wind respectively. The
labelling of the EWIs is di�erent to that in the text, however the order of the indices is the same
as the order given in section 2.3.
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Figure 4.13: The e�ect of masking unrealistic wind gust grid points on return period estimates. Scat-

ter plot of RPs (years) for the 96 catalogue wind storms calculated using Q95, WG72 versus the RPs

calculated using Q95, GW72. a) using domain �land�masked and �land; b) using domain �land�masked

and �land�masked for WG72 and GW72 respectively and c) using GW72 domain �land�masked and �land.

Solid black line denotes the equal RP line. Note the logarithmic scale. 95% con�dence intervals for each

of the RP are denoted by red and blue (green and orange) for WG72and GW72 in a) and b) and in c)

the colours brown and purple are used to denote the RP con�dence intervals of GW72 �land�masked and

�land respectively. At the bottom of each sub-�gure is the Spearman rank and Kendall Tau correlation

coe�cient.
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4.2 The extreme wind distribution at each grid point

We �tted a GPD distribution to each of the 10857 grid points over the domain to form an extreme
wind climatology which is more representative of the local extreme wind climatology than the
extreme wind index approach. As described in section 3.2 we used a higher �xed threshold (95%
quantile) in the GPD model than with the EWI (90% quantile) based on the extensive diagnostic
checks performed for individual grid points. The EVA for each grid point is exactly the same
as that for the EWI except that we use the raw 6 hourly data and not the 72 hour maximum.
An example of typical GPD �ts to individual grid points together with their quantile plots are
shown in �gure 4.14. In these examples some of the cluster maxima lie outside of the con�dence
intervals, however this was found to occur in only a small proportion of the grid points .
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Figure 4.14: The RL (m=s) and RP (years) of the GPD �t to the GW at two grid points in
the analysis domain, 2.5� E, 57� N a) and c) 30� W, 67� N. The corresponding quantile-quantile
plots are shown in b) and d) respectively.

Figure 4.15 provides a summary of the important parameters of the EVA at each grid point.
Figure 4.15a shows the empirically based seasonal 95% quantile threshold used in the extreme
wind climatology of ERA-40 using GW . Generally there are higher winds over the North Atlantic
Ocean and the British Isle's than over the north, east and south of the domain. The average
number of extreme wind events per season, � shows a band of lower values running from the south
west of the domain to the north east of the domain, whereas in the north west and the south east
as well as the far north east there are higher values of � (�gure 4.15b). The spatial distribution
of �, the scale parameter of the GPD (equation 3.1), closely resembles the distribution of the u
with more variability, i.e. a wider GPD distribution over ocean areas compared to land areas
(see Monahan, 2004, for a physical explanation). The shape parameter � is rather mixed and
shows little spatial coherency except for a tendency for values over land to be more negative than
over ocean or sea regions. In some cases individual grid points have a slightly positive shape
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parameter indicating that the GPD has no upper limit. The extremal index � (equation 3.8), a
measure of the tendency for storms to cluster in time is almost identical in appearance to the
parameter � shows a wide area of the domain east of the main North Atlantic storm track where
� is lower than around 0.2 (green and yellow colours) indicating that extreme wind events tend
to form larger clusters that are separated by more time in this region compared to the western
North Atlantic and south of the Alps and the eastern Mediterranean, in part con�rming the
analysis of Mailier et al. (2006) for cyclone count based statistics. This process is evident in
�gure 3.5 which shows the declustered POT series for two points, where the are clearly more
clusters in latter (�gure 3.5a, higher � and �) than in the former (�gure 3.5b, lower � and �).
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Figure 4.15: Important parameters of the grid point EVA (section 3) based on GW . The grid
point empirical 95% quantile threshold, u (m=s) a), the MLEs of the GPD �t (equations 3.1 and
3.5 ) for � (the average number of declustered exceedances of the 95% quantile threshold) b), �
(the scale parameter of the GPD) c), � (the shape parameter of the GPD) d), and the extremal
index, � (equation 3.8) e).
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The RL for various RPs are shown in �gure 4.16. For each of the RPs a similar spatial
structure of the extreme winds can be seen, with higher values in the far west of the domain and
over ocean regions than over land. Relatively high values can be seen over British Isle's and the
north coast of Spain as well as the western and northern coasts of western Europe with relatively
lower values over Scandinavia and eastern and southern Europe.
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Figure 4.16: The RL of GW at each grid point (m=s) over the extended winter season (October
- April), for RPs of 1 year a), 5 years b), 20 years c) and 50 years d).

As for the EWIs, we investigated the e�ect of using di�erent data to estimate the RP of
the catalogue storms at the grid point level. Below we present some selected examples of the
RPs calculated using GW or WG. Naturally, we could only compare grid point RPs where both
datasets had data which were not masked. It is clear from �gure 4.17 that achieving a consistent
estimate of RP for each of the catalogue storms at individual grid points is as di�cult as when
using EWIs and di�erent datasets. In �gure 4.17a it is clear that some storms at the location 3�

W, 48� N have a very di�erent RP from one another depending on the dataset chosen, while there
is better agreement at 5� W, 53� N, especially for storms with higher RPs (4.17b) whereas at 25�

E, 55� N (�gure 4.17c) shows that the area is less a�ected by the storms in the storm catalogue.
A possible reason for the lack of correspondence between these estimates is demonstrated in
�gures 4.18 and 4.19. Qualitatively the RP spatial pattern based on WG (�gure 4.18a) and GW
(�gure 4.18b) are the same for the storm Anatol, however, notice that the RPs at the beginning
and the end of west-east high RP area are substantially di�erent. We see that the di�erences
between the two grid point analyses are very di�erent for the storm Herta. An aliasing e�ect
using GW (�gure 4.19b) is clearly responsible for the di�erences in the RP patterns.
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Figure 4.17: Scatter plot of RPs (years) for the 96 catalogue wind storms calculated using WG
(labelled fg10 on the plot)versus the RPs calculated using, GW (labelled gws on the plot) at
various grid points, a) 3� W, 48� N, b) 5� W, 53� N and c) 25� E, 55� N. Note the logarithmic
scale. 95% con�dence intervals for each of the RP are denoted by purple (WG) and light blue
(GW ) whiskers on each scatter plot point. Solid black line denotes the equal RP line. At the
bottom of each sub-�gure is the Spearman rank and Kendall Tau correlation coe�cient.
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Figure 4.18: The RP (years) for each grid point estimated from a)WG and b) GW for the storm
Anatol: 19891215 0600UTC.
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Figure 4.19: The RP (years) for each grid point estimated from a)WG and b) GW for the storm
Herta: 19900201 0000UTC.

4.3 The return period of some prominent European wind storms

In this section we present a qualitative comparison of RPs calculated from the EWIs and the grid
point approach to demonstrate their utility in estimating the RPs of catalogue storms during
the 1989/90 and 1999/2000 extended winter seasons. Tables 4.2 and 4.3 summarise the RPs
calculated using the Q95 using GW72 or WG72 over land (�land) and the range of grid point
RPs over land, usingGW orWG respectively. The most severe wind storm in the storm catalogue
(according to this index, table 4.2) is associated with the cyclone Daria with a RP estimated to
be 103 years, however, the uncertainty associated with this �gure is very high. In the grid point
analysis the same storm has produced local winds over land to be between 0.25 and 1000+ years
with some of the individual grid point RP upper bound of uncertainties as high as 10 000+ years.
Qualitatively then, one could say that the EWI and the grid point analysis are in agreement for
this storm. However, when we compare the estimates for Herta, Wiebke, Anatol, Lothar, Martin
and Kerstin the di�erences between the local estimates of wind RP and EWI RP estimates are
larger, with the RPs based on the EWI much lower than the range of grid point RPs. If we
compare RP estimates using the two di�erent datasets then we see large di�erences. When we
use WG72 we can see an immediate e�ect of the masking on the storms Lothar and Martin,
whose RP estimates are much lower using WG72, although in section 4.1 we demonstrated that
on average, the e�ect of the mask is minimal. Another major di�erence visible in the two tables
is that the most intense storm estimate using GW72 is Daria, whereas this storm only has a RP
of around 6 years calculated from WG72. The most severe storm using WG72 is Vivian with a
RP of 331 years. While the grid point RP analysis also exhibits dependence on the dataset at
the grid point level, qualitatively the pattern and magnitude of the RPs as similar (see �gure
4.18). The storm Lothar has been studied in detail and our RP estimates are in agreement with
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the work of Albisser et al. (2001) and Sacré (2002), who show a range of RPs similar to those
estimated from both the EWIs and our grid point analysis.

Storm date/time lower 0.025 Return Period upper 0.975 grid point return

name Catalogue storms (years) (years) (years) period range (years)

over land

unknown 1989-12-15 06:00:00 0.5 0.6 0.7 0.25-1000

Daria 1990-01-23 12:00:00 19.7 103 1840 0.25-1000+

Herta 1990-02-01 00:00:00 0.5 0.6 0.8 0.25-20

Nana 1990-02-10 18:00:00 0.3 0.3 0.4 0.25-5

Vivian 1990-02-24 12:00:00 4.9 8.7 15.9 0.25-500

Wiebke 1990-02-26 06:00:00 5.4 10.0 18.8 0.25-1000+

Anatol 1999-12-01 12:00:00 4.2 7.1 12.3 0.25-1000+

Lothar 1999-12-23 18:00:00 5.2 9.4 17.5 0.25-1000+

Martin 1999-12-25 12:00:00 8 18.3 43.9 0.25-1000+

Kerstin 2000-01-27 00:00:00 0.3 0.4 0.4 0.25-250

Table 4.2: The RPs of some prominent wind storms in the storm catalogue during the 1989/90 and

1999/2000 extended winter season estimated using Q95, GW72 and �land. The last column is an estimate

of the range of RPs calculated over land only from the corresponding grid point analyses shown in �gures

4.21 & 4.22. The columns denoted lower and upper refer to the 95% con�dence interval boundaries

respectively. Note that the date/time �eld refers to the start date of the 72 hour integration period of

the high resolution model runs, see section 2.1 for more details.

Storm date/time lower 0.025 Return Period upper 0.975 grid point return

name (years) (years) (years) period range (years)

over land

unknown 1989-12-15 06:00:00 0.4 0.4 0.5 0.25-5

Daria 1990-01-23 12:00:00 3.9 6.2 10.5 0.25-1000+

Herta 1990-02-01 00:00:00 0.7 0.8 1.0 0.25-5

Nana 1990-02-10 18:00:00 0.5 0.6 0.7 0.25-20

Vivian 1990-02-24 12:00:00 34 331 12351 0.25-1000+

Wiebke 1990-02-26 06:00:00 10.4 25.3 62.3 0.25-1000+

Anatol 1999-12-01 12:00:00 5.9 11.0 21.0 0.25-1000+

Lothar 1999-12-23 18:00:00 3.7 5.8 9.6 0.25-1000+

Martin 1999-12-25 12:00:00 0.7 0.9 1.0 0.25-1000+

Kerstin 2000-01-27 00:00:00 0.9 1.1 1.4 0.25-250

Table 4.3: As for table 4.2 but using the index Q95, WG72 and �land. Plots of grid point RPs are not

shown.

As with the EWIs, we also calculated con�dence intervals for the return periods of each
catalogue storm for each grid point. Figure 4.20 shows the 95% con�dence interval for the RPs
of grid point wind from the storm Daria. The upper plot (�gure 4.20a)) denotes the upper bound
of the con�dence interval, the middle plot is the best estimate of RP and the lower plot (�gure
4.20c) indicates the lower bound of the con�dence interval. In the English channel area, where
the storm had its highest intensity, the RPs con�dence intervals are between approximately 100
years to 1000+ years.
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Figure 4.20: The return period (RP, years) of geostrophic wind (GW ) for each grid point esti-
mated from for the storm Daria: 19900123 1200UTC b). In a) (c) is shown the upper (lower)
bound of the 95% con�dence interval of the RP (years).

Figures 4.21 and 4.22 show the spatial distribution of RPs of GW associated with each
storm. Some storms exhibit a more continuous spatial extent of maximum RP winds over the
72 hour period whereas others show a more 'spotty' appearance. In most cases this is due to
the limitations of using the GW at 6 hourly analysis times. For example, Herta was a very
fast moving mesoscale cyclone and its RP estimates are aliased due to the sampling frequency
(�gure 4.21c) . Another limitation of the grid point analysis that appears in these plots is the
estimation of RPs of storms that are less than 72 hours apart from each other. Virtually the
same spatial pattern and magnitude of RP for Vivian and Wiebke are shown in �gures 4.21e
and 4.21f respectively, as well as for Lothar and Martin in �gures 4.22c and 4.22d. Again, this
limitation is due to aliasing of the wind due to the 6 hourly resolution of the ERA-40 analysis
combined with the limitation of �nding the maximum RP in a 72 hour period in order to match
the storms in the storm catalogue.
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Figure 4.21: The RP (years) for each grid point for each catalogue storm in the 1990/90 October
- April extended winter season estimated from GW and using the EVA detailed in section 3.
a) unknown name: 19891215 0600UTC, b) Daria: 19900123 1200UTC , c) Herta: 19900201
0000UTC, d) Nana: 19900210 1800UTC, e) Vivian: 19900224 1200UTC, f) Wiebke: 19900226
0600UTC. The RP scale is in the top left of the plot.
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Figure 4.22: The RP (years) for each grid point for each catalogue storm in the 1999/2000
October - April extended winter season estimated from GW and using the EVA detailed in
section 3. a) Anatol: 19991201 1200UTC, b) Lothar: 19991223 1800UTC , c) Martin: 19991225
1200UTC, d) Kerstin: 20000127 1800UTC. The RP scale is in the top left of the plot.

4.4 The evaluation of the extreme wind indices with grid point

statistics

A basic evaluation of the ability of the EWI RP estimates to represent the grid point wind based
RP estimates for the 96 wind storms has been performed using a Spearman rank correlation
analysis. Both �gures 4.23a and 4.24a show that the rank of the RPs of Q95 and �X EWI are
most highly correlated with the rank of the RPs from the grid point analysis over a region
centered in the middle western part of the domain over the North Atlantic Ocean with r values
in the order of 0.6. However, the rank correlation decreases radially from this point such that r
over the European coast and further inland is less than about 0.25 implying that these indices
can only explain 6% or less variability of the local grid point RPs. Results are better if we
only consider EWI using land only grid points. Here, again we see a 'bullseye' (�gures 4.23b
and 4.24b) centered on western Europe roughly in the center of the land domain. Within these
regions r range from 0.0 to 0.7 indicating that up to 50% of RP variations at the grid point level
can be explained by the EWI.
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Figure 4.23: The Spearman rank correlation between the return periods of the 96 catalogue
storms based on Q95 of GW72 and the return period at each grid point based on GW , a) over
�all , and b) �land.
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Figure 4.24: The Spearman rank correlation between the return periods of the 96 catalogue
storms based on �X of GW72 and the return period at each grid point based on GW , a) over �all

, and b) �land.

4.5 Discussion of results

Our results show that estimating the RPs of known wind storm events is subject to many
uncertainties. Firstly there is uncertainty associated with the statistical model used to describe
the extreme value distribution (section 3.3), secondly there are uncertainties associated with the
type of analysis performed, either using a spatial summary statistic (EWI) or individual grid
point wind, and thirdly, but not least, is the e�ect of using di�erent data on which to calculate
these estimates.

ERA-40 derived geostrophic wind at 850hPa does not exhibit unrealistic spatial and tempo-
ral characteristics, as wind gust does over areas of complex orography, although we note that
there seems to be higher magnitude winds over the Alps. We believe the �ow (850hPa level)
is accelerated by the smooth model orography, therefore in this area we would consider the RP
estimates to be less reliable (when considering its usefulness as an indicator of surface winds) .
The overall increased reliability of using geostrophic wind speed in areas of complex orography is
o�set to a certain extent by the aliasing e�ects of using 6 hourly analysis times, whereas the wind
gust �eld is the maximum wind gust within a 6 hour period of the reanalysis. This is evident in
some results from the grid point analysis.

We used the pro�le log-likelihood method to obtain uncertainty estimates of the RPs and
showed that it gave more realistic structures to the RP uncertainty estimates than two other
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commonly used approaches.

A possible shortcoming of our method of storm selection is that it is based on a statistical
declustering method and therefore does not contain information about the dynamical situation
which may help identi�cation of storm events. Other methods of storm selection, for example,
Lagrangian identi�cation techniques for cyclones are also subject to many uncertainties (Raible
et al., 2007). A possible alternative to the storm selection process can be found in recent literature
which suggests that when using the GPD it may be possible to avoid declustering the POT
series by altering the statistics used to make statistical inferences on the parameters (Fawcett
and Walshaw, 2006a,b).

From the results of the EWIs it is clear that some indices performed more consistently than
others (section 4.1 and table 4.1). The indices �X, Sfq95, Sfq95q99 have the highest inter-index
and inter-dataset RP correlations, however Q95 has a higher spread in RP of catalogue storms.
SQ95 should not be considered further as an suitable EWI, it consistently underestimates the
RP of catalogue storms in comparison with other EWIs due to the low variability of this index.
The best correlations between RPs based on the same index using di�erent data (inter-dataset)
are generally lower than the best inter-index correlations indicating that the dataset plays an
important role in the calculation of the RPs. A possible explanation for these di�erences is the
masking that is applied to WG72 and WG, however, we demonstrate that this has a relatively
minor e�ect on RP di�erences. We suggest that the main cause of RP di�erences based on EWIs
is a) the restrictive nature of the any spatial summary index which is not equally sensitive to all
types of wind storm wind �elds and b) due to fundamental di�erences between the WG72 and
GW72 datasets. For example, the known biases in using geostrophic wind in the free atmosphere
to infer severity of wind extremes at the surface (Miller, 2003). Wind gust on the other hand is
a highly parameterised model forecast �eld and is unrealistic in areas of complex orography. A
major di�erence between the datasets is that GW72 is based on the 6 hourly analysis whereas
WG72 is a maximum over a 6 hour period. As we can see in the grid point analysis this has led
to some aliasing of the extreme wind signal. Another aspect of the data which prevented a more
accurate RP estimate for catalogue storms that are very close to each other in time is the 72
hour maximum wind calculation (section 2.2). This aspect of the data processing prevents the
estimates of RPs from storms such as Lothar and Martin from being independent. It was noted
that in many cases the catalogue storms did not match the cluster maxima of the EWI exactly.
This could be due to the fact that the catalogue storm dates were chosen to simulate the time
period when the storm had the highest impacts on PartnerRe assets and not necessarily when
the storm had its highest intensity. In some cases a cluster maxima of the POT series indicated
that a storm occurred but did not appear as a storm in the catalogue. Again, this is due to the
di�erent sampling strategy of the catalogue storms (aimed at highest impacts) and the limited
number of storms able to be simulated at high resolution.

The grid point analysis produces qualitatively very similar spatial patterns of RP estimates
using either GW or WG (where not masked). The grid point analysis often shows areas with
much higher RPs than the RPs calculated from EWIs. This is obviously due to the e�ect of
spatial averaging. The basic evaluation of the ability of EWIs based RP estimates to explain the
RP estimates at the grid point indicate that between 0 and 50% of the grid point RP variability
can be explained over continental Europe. The EWIs are sensitive to speci�c areas of the domain,
compounding the problem of comparing RP estimates with the grid point approach. We see this
as a limitation of the EWI approach, if one of the intended purposes of these indices is to try
and explain local loss �gures. However, we also show that the RP of catalogue storms at the grid
point level is also very sensitive to the choice of wind data used. We believe that this is partly
due to the aliasing problems of GW but also due to the fact that during our data processing we
have interpolated the grid to 0.5� which is roughly half of the original resolution of the ERA-40
data, therefore we may be seeing sensitivity (added sampling noise) to the interpolation process
at the grid point level. Better agreement might be possible using a slightly larger area average
RP. When we consider that one of the fundamental questions of this study was to obtain a better
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estimate of the frequency of a wind storm, then, given our current understanding of the problem,
the EWIs o�er the most valuable information. At the same time we should keep in mind that
the EWI RP estimates are highly dependent on the domain chosen and as such they represent
a storm which could of occurred anywhere over the domain (from a statistical point of view).
Hence, the RP of Daria calculated using an EWI should be expressed as the RP of a storm of

Daria's magnitude to a�ect any part of the domain. Whereas the grid point analysis answers
the question what is the RP of the local wind caused by Daria?



Chapter 5

Conclusions and Recommendations for

Further Research

5.1 Conclusions

MeteoSwiss have used state of the art reanalysis data combined with innovative extreme value
analysis techniques to the problem of estimating the recurrence frequency of the high resolution
wind storms of the PartnerRe storm catalogue. Our analysis techniques have focused only on
obtaining the return period of these events, since the ERA-40 reanalysis dataset has biases
associated with the magnitude of wind and wind gusts. We have shown that the generalised
Pareto distribution is a robust extreme value model of the declustered peak over threshold
series. The POT series was obtained using a sophisticated automatic declustering method which
largely avoided the need for the speci�cation of arbitrary parameters such is the case with more
common declustering methods. We have used one of the most accurate methods in the literature
to determine the uncertainty of the catalogue storm return periods.

The wind gust �eld of ERA-40 should be treated with extreme caution in areas where the
roughness length parameter is high (> 3m), due to the boundary layer physics in the ERA-40
model. We recommend using derived geostrophic wind from the ERA-40 geopotential height
�eld as an alternative to wind gust (although model u and v winds may also give good results)
for determining the return periods of storms which a�ected areas where wind gust was masked.

We have tried to answer the question 'what is the return period of a particular storm event?'
through the use of extreme wind indices and a grid point based approach. Neither method is
completely satisfactory at answering this question. The EWIs are a spatial summary statistic and
hence the return periods estimates are more representative of the return period of a storm, that
could of occurred anywhere over the chosen domain, compared with the RP estimates derived
from the grid point approach. In section 4 it was demonstrated that return period estimates for
each storm, based on di�erent indices and di�erent base datasets in many cases varied by more
than the uncertainty estimates calculated from the GPD �t. Results showed that the extreme
wind indices could explain up to 50% of variations in grid point based RP estimates. The larger
the domain considered the lower the e�ectiveness of the EWI at explaining local wind RPs. The
EWI RP estimates were generally much lower than the grid point RP estimates. We conclude
that it is very di�cult to obtain a spatial summary statistic (EWI) which works equally well for
each type of storm event in the context of trying to estimate a storm RP. On the other hand, the
local wind grid point RPs also show dependency between datasets, due to aliasing problems and
we may not be able to e�ectively estimate the return period of the storm given that no spatial
dependence between grid point RPs has been modelled.

In conclusion, the results of the project demonstrate that signi�cant progress has been made
through the development of an extreme wind climatology based on a robust reanalysis dataset.
We have created a climatology of wind storm RPs based on EWIs together with estimates of
their local wind RP using the grid point approach. There remain considerable challenges both
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from the methodological treatment of spatial extreme events and from the limitations imposed
by the currently available datasets. We look forward to continuing our research to address these
two issues.

5.2 Recommendations for further research

As more accurate and longer datasets of either in-situ wind data or pressure datasets become
available (Diaz et al., 2002; Alexander et al., 2005; Ansell et al., 2006) this analysis should be
repeated in order to minimise the uncertainty in the return period calculations. Another possible
source of data which is starting to become more accessible to the climate community are ERA-40
dynamically downscaled regional climate simulations (e.g. the ENSEMBLES project). Use of
this data should allow inferences about the wind gust magnitude to be made as well as a more
accurate spatial assessment of the wind gust return periods (Heneka et al., 2006; Leckebusch
et al., 2006, 2007; Schwierz et al., 2007). It is evident that there are some storms identi�ed
in ERA-40 which are not included in the storm catalogue that, both the EWI EVA and the
grid point EVA have identi�ed as being extreme. Further investigation of these storms either
using ERA-40 or the RCM output of ENSEMBLES project could be used as a basis for adding
more historical events to the storm catalogue. We also recommend further research into the
spatial structure of historical wind storm events through the application of advanced spatial
EVA techniques (Coles, 2001). Promising applications of Bayesian spatial extreme methods can
be found in the work of Cooley et al. (2006, 2007). One should also consider using approaches
that do not require the declustering of data prior to creating a POT series (Fawcett and Walshaw,
2006a,b). More research is also needed on determining the predictability of these events, either
on weather or seasonal timescales (Chang et al., 2002; Wernli et al., 2002; Yan et al., 2002; Jung
et al., 2005, 2006; Walser et al., 2006). Given the lack of longer and more reliable reanalysis
or in-situ data, utilisation of the ever increasing amount of dynamical ensemble prediction data
(van den Brink, Konnen and Opsteegh, 2004; van den Brink, Konnen, Opsteegh, van Oldenborgh
and Burgers, 2004; Jung et al., 2005; Frei et al., 2006) is suggested as a means to build more
realistic estimates of the frequency of wind storms.
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